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Abstract

Managing time-stamped data is essential to clinical research activities and often requires the use of considerable domain knowledge. Adequately representing and integrating temporal data and domain knowledge is difficult with the database technologies used in most clinical research systems. There is often a disconnect between the database representation of research data and corresponding domain knowledge of clinical research concepts. In this paper, we present a set of methodologies for undertaking ontology-based specification of temporal information, and discuss their application to the verification of protocol-specific temporal constraints among clinical trial activities. Our approach allows knowledge-level temporal constraints to be evaluated against operational trial data stored in relational databases. We show how the Semantic Web ontology and rule languages OWL and SWRL, respectively, can support tools for research data management that automatically integrate low-level representations of relational data with high-level domain concepts used in study design.

© 2008 Elsevier Ireland Ltd. All rights reserved.

1. Introduction

Databases are an essential, widely used technology for biomedical research projects. In projects ranging from clinical studies to genomics research, databases are used to maintain, integrate and share data. To support study management and focused analyses, database queries must be written to extract subsets of data into specialized tools for those tasks. These data-processing steps are often customized to a particular analysis and study plan, so the database methods are difficult to reuse across research projects. A more serious shortcoming of databases is that their representation of data, such as in a relational model, does not adequately support the representation of important biomedical domain concepts, such as hierarchies and complex representations. Thus, the link between domain knowledge and data representation is often implicit. The inability to fully and explicitly model within databases temporal information about a study design (such as longitudinal patient observations or time-course experiments) can, in particular, limit the understanding of dynamic and causal phenomena that are central to scientific knowledge.

As a result, there is a critical need to provide general study management methods that can integrate temporal domain knowledge used in clinical research with the temporal database schema used to collect data. To address this challenge, we have developed methodologies and tools that permit both design-time encoding and run-time validation of domain-specific
temporal relationships. In particular, we address the problem of expressing temporal constraints for participant and sample tracking in clinical trial protocols, such as those being undertaken by the Immune Tolerance Network [1], an international research collaboration focused on developing new therapeutics in immune-mediated disorders. Our methodology bridges the gap between clinical-trial specification and clinical-trial implementation, which can improve compliance monitoring and data analysis within research environments.

In this paper, we discuss the challenges of modeling clinical-trial constraints, present our approach to temporal and ontology modeling of such constraints, and provide methods to allow data-knowledge integration to validate constraints.

2. Knowledge and database disconnect

Clinical trials are carefully planned research studies to systematically evaluate the safety and efficacy of new or unproven approaches in the prevention and treatment of medical conditions. A clinical trial study, like other types of clinical research, is generally outlined in a protocol document that contains items such as study objectives, study design, participant eligibility criteria, enrollment schedule, and a study plan. This document also specifies a schedule of clinical trial activities, or events, such as tests, procedures, and medications, that are to be performed.

Temporal constraints among the timing and sequence of these activities are fundamental to the descriptions of protocol entities. A temporal constraint is defined as an interval-based temporal annotation on a domain entity in terms of its relationship with other entities. Investigators may specify constraints for the purposes of general planning, gauging progression, monitoring patient safety, and managing personnel and clinical resources. Simple constraints may specify that “clinical assessments are required twice a week until day 28 or discharge from hospital”; “the first dose will be infused over a minimum of 12 h; and “visit 10 for the participant occurs 3 weeks, plus or minus 2 days, from the day of transplant.” More complex constraint could state that “participants will be enrolled at least two days apart; participant is ineligible if they had a vaccination with a live virus within 6 weeks before enrollment.” Following such constraints rigorously for each enrolled subject at each study site and by all study personnel is essential for a systematic undertaking of a trial, the safety of the participants, and the scientific validity of the findings that are generated.

As a result, software to support the management of a clinical trial must have knowledge of these constraints. The correct encoding and ongoing monitoring of temporal constraints is crucial to the successful execution of a clinical trial. However, when encoding these temporal constraints, developers may face two types of disconnect between their specification constraints and their execution.

(1) A knowledge specification disconnect: Constraints are typically expressed as unstructured free text throughout a study design document. Their interpretation is heavily dependent on the context of the research protocol being encoded. Even core terms – such as a definition of participant visit – can be poorly specified. Is a visit a single encounter between a participant and a provider, or can it span several encounters? If it can span several encounters, what is the exact definition of the visit end? Producing a precise definition for a constraint can thus be difficult. The unstructured process of encoding constraints can result in gaps in the final specifications.

As a result of these disconnects, the database schema for a clinical research study and the queries to support protocol-specified constraints may not reflect the knowledge used by study investigators. The validity and quality of the trial data being collected can thus become seriously compromised, which may not be noticed until the final stage of analysis.

To overcome these two types of disconnect, we have developed a novel knowledge-based approach that can be used to specify temporal constraints when authoring a clinical trial protocol and to monitor those constraints in an operational trial database. Based on established standards for knowledge representation and temporal-relational methods, we have implemented an ontology-based architecture for the deployment and execution of its software components.

3. Temporal model development

Our efforts on temporal modeling in clinical trials are based on our past informatics work on protocol-based care and the particular needs of the Immune Tolerance Network (ITN [1]), which develops new therapeutics for immune-mediated disorders. In collaboration with ITN, we have created a clinical trial modeling approach that uses ontologies to formally encode the domain knowledge needed to manage multi-site clinical trial studies and to support discovery of common tolerance mechanisms across these trials [2].

A clinical trial protocol at ITN and other research groups typically divides a protocol into phases, such as, for example, treatment phase and follow-up phase, and specifies the temporal sequence of the phases. It also includes a schedule of activities (Fig. 1) that enumerates a sequence of protocol visits that are planned at each phase, and, for each visit, specifies the time window when the visit should happen. The protocol describes the list of activities (e.g., assessments, procedures and tests) that are planned at that visit. Some activities, such as, for example, medication administration, need not be confined to visits and can be planned to occur in a time window within a protocol phase. An activity can also have sub activities that impose additional temporal constraints. For example,
an assessment activity can include collection and processing of biological specimens with associated temporal constraints.

To determine the temporal expressivity needed by clinical trial model, we undertook a survey of the types of temporal constraints encoded in 32 protocol documents used at ITN. We used the results of this survey to develop a temporal constraint model to represent these constraints [28]. We then developed a temporal-relational model to describe how temporal data can be consistently represented both within our constraint model and at the level of a relational database. These models were then incorporated into the clinical trial model.

3.1. Temporal constraint model

The core entities of the temporal constraint model are as follows.

3.1.1. Duration

Duration is used to specify how long an activity lasts. For example, ‘Visit 17 must occur at least 1 week but no later than 4 weeks after the end of 2003 ragweed season’.

3.1.2. Varying duration

Varying Duration is defined as duration with a variance qualification. For example, ‘Visit 1 should occur 2 weeks plus or minus 3 days after transplant’.

3.1.3. Anchor

Anchor defines an unbound time point that can be used as a reference point to define the start of another event relative to the anchor. For example, ‘Visit 17 must occur at least 1 week but no later than 4 weeks after the end of 2003 ragweed season’. During the execution of the protocol, an anchor is bound to the absolute time of the anchor as recorded in the clinical trial database.

3.1.4. Anchored duration

Anchored duration relates two activities with a temporal offset. For example, ‘Administer Rapamune 1 week from visit 0 daily for 84 days’.

3.1.5. Start and end expression

Start and end expression constrains the start and the end of an activity and is expressed as offsets before or after one or more reference events. For example, ‘Screening visit evaluations must occur between 30 days prior to visit 2 and 45 days prior to visit 4’.

3.1.6. Cyclical plan expression

Cyclical plan expression describes events that are repeated at periodic intervals. The repetition ends typically when a specific number of cycles are reached or until a specific condition is satisfied. There are two types of cyclical plans. The first type has a single anchor point with potentially multiple intervals. For example, ‘The vital signs of the participant should be obtained at routine time points starting at 10 min post infusion, then at 20 min intervals until the participant is discharged’. If the participant gets off schedule because the assessment is made at minute 35 instead of minute 30, then the participant gets back on schedule with the next assessment at minute 60. This type of cyclical plan is used generally with assessments and tests where evaluations need to be made at specific intervals after a clinical intervention. The second type of cyclical plan has one or more anchors with a single offset. For example, ‘Administer study medication at weekly intervals for 3 months’. The initial anchor is the event of administering the first dose. According to the schedule, the second dose will be 1 week later, and the third 1 week later from the second dose. If the participant gets off schedule because the drug was administered 5 days after first dose and not 7 days, then the participant gets back on schedule with the next dose at 7 days from the last dose. This type of cyclical plan is used typically with drug administration where fixed intervals between dosages need to be maintained for safety and efficacy purposes.

3.1.7. Conditional expression

Conditional expression allows associating different temporal constraints with a single activity based on a condition. There are three patterns of conditional expressions: if-then, if-then-else and until-then. An example of the if-then pattern is, ‘On days that both IT and omalizumab are administered, omalizumab will be injected 60 min after the IT’. The temporal constraint between the administrations of two drugs is dependent on the condition that the two drugs are administered on the same day. An example of the until-then pattern is ‘Monitor cyclosporine levels 3 times per week while in-patient, then weekly as out-patient’.

3.2. Temporal-relational model

Many clinical trial groups store operational data from ongoing or archived studies in relational databases. While the relational model provides a well-defined data model and query language, it has poor support for storing and querying complex temporal information. For example, if a database row contains some temporal information, there is no indication as to the relationship between the timestamp and the non-temporal data in the row. Does the timestamp refer to the point at which the information was recorded, or to the point at which it was known? Other shortcomings include the lack of a standard way to indicate a timestamp’s granularity, no support for automatic coalescing or merging of temporally overlapping data, and no standard means of writing queries with relative times or that refer to the current time [3].

Several proposed extensions to the relational model address these shortcomings. Most have focused on valid-time model [4–6]. In this model, a piece of information – which is often referred to as a fact – can be associated with instants or intervals denoting the times that they are held to be true. When this model is used in a relational system, temporal information is typically attached to all rows in a temporal table, effectively adding a third dimension to two-dimensional relational tables. In these tables, every tuple holds temporal information denoting the information’s valid-time. Conceptually, this representation means that every tuple is held to be true or valid during the time or times associated with this tuple.

We used the valid-time model to standardize the representation of time-stamped clinical data both in our temporal constraint models and in operational trial databases. This consistent representation of temporal information allows
standard temporal operators top be applied consistently and greatly simplifies the temporal reasoning task. We have developed several SQL extensions to support these operators [4-5].

3.3. Clinical trial model

In earlier work we described the development a clinical trial model to represent the specification and implementation of a clinical trial [2]. This model has three components that relate to the management of temporal data in a trial.

3.3.1. Protocol schema

This schema divides the temporal span of a study into phases, such as treatment phase and follow-up phase, and specifies the temporal sequence of the phases. It also includes information on the arms of a protocol.

3.3.2. Schedule of events

This component enumerates the sequence of protocol visits that are planned at each phase, and, for each visit, specifies the time window when the visit should happen. It also lists the protocol events that are planned for each visit.

3.3.3. Specimen flow

The specimen flow component describes the workflow associated with the processing of trial specimens. Such specimens are typically shipped from the collection sites to bio-repository sites and from there to the core laboratories where they are assayed. The temporal dimension of specimen shipping can be complex because specimens are not generally shipped as soon as they are collected but instead are grouped together in batches and are dispatched based on a variety of criteria, including age, batch size, and laboratory availability.

4. Temporal ontology development

Using Semantic Web knowledge representation languages, we then developed ontologies to encode these temporal models.

4.1. Knowledge representation languages

The Semantic Web is a shared research plan that aims to provide explicit semantic meaning to data and knowledge on the World Wide Web [9]. The Web Ontology Language (OWL) has been designed as the language of the Semantic Web. OWL can be used to build ontologies that provide high-level descriptions of Web content. These ontologies are created by building hierarchies of classes describing concepts in a domain and relating the classes to each other using properties. OWL can also represent data as instances of OWL classes – referred to as individuals – and it provides mechanisms for reasoning with the data and manipulating it.

The Semantic Web Rule Language (SWRL) [11]) was developed to add rules to OWL. SWRL allows users to write Horn-like rules that can be expressed in terms of OWL concepts and that can reason about OWL individuals. SWRL provides deduc-
tive reasoning capabilities that can infer new knowledge from an OWL ontology. One of SWRL’s most powerful features is its ability to support user-defined methods or built-ins that can be used in rules. A number of core built-ins for common mathematical and string operations are defined by SWRL. For example, the built-in `greaterThan` can be used to determine if one number is greater than another. For example, a simple SWRL rules to classify trial participants aged 18 or older as adults can be written:

```
participant(?p) ^ hasAge(?p, ?age) ^
swrlb:greaterThan(?age, 17) -> adult(?p)
```

SWRL is a rule language, not a query language. However, many ontology-based applications require the ability to extract information from ontologies in addition to reasoning with the information in those ontologies. To support this knowledge extraction, a query language called SQWRL (Semantic Query-Enhanced Web Rule Language [29]) was developed to extend SWRL to support querying of OWL ontologies.

SQWRL is implemented as a built-in library using the standard SWRL built-in mechanism. It is syntactically and semantically compatible with standard SWRL. The SQWRL built-in library contains SQL-influenced built-ins that can be used in a rule to construct retrieval specifications for information stored in an OWL ontology. For example, the following SQWRL query retrieves all participants in an ontology whose age is less than 25, together with their ages:

```
participant(?p) ^ hasAge(?p, ?a) ^
swrlb:lessThan(?a, 25) -> sqwrl:select(?p, ?a)
```

We used OWL and SWRL to develop the ontologies in our system. These ontologies were authored using Protégé-OWL [12], a software tool that supports the specification and maintenance of terminologies, ontologies and knowledge-bases in OWL; a plug-in called the SWRLTab [13] was used to encode and execute the SWRL rules in the ontology. Following ontology development, individual protocols were encoded using Protégé-OWL’s knowledge-acquisition facilities. SQWRL was used to perform all ontology querying in the system.

### 4.2 Valid-time ontology

We have adapted Shahar et al.’s [7–8] temporal knowledge model to provide a valid-time representation of clinical trial data within OWL ontologies. In this model, all facts have temporal extent and are associated with instants or intervals denoting the times that they are held to be true. The core concept in the model is the extended proposition class that represents information that extends over time. There are two types of extended propositions in the model: (1) extended primitive propositions that represent data derived directly from secondary storage and (2) extended abstract propositions that are abstracted from other propositions.

We developed a temporal ontology in OWL to encode the valid-time temporal model. The core class modeling an entity that can extend over time in the OWL ontology is represented by an OWL class called `ExtendedProposition`. This class is associated with a property called `hasValidTimes` that holds the time or times during which the associated information is held to be true. This property is modeled by an abstract class called `Time`, which has subclasses `Instant` and `Period`.

These classes represent instants and intervals, respectively. The class `Instant` is associated with the property `hasTime`, and the `Period` class, is associated with the properties `hasBeginning` and `hasFinish`. Periods and instances also have granularities associated with them. Temporal durations are modeled using a `Duration` class that holds a count and a granularity. The two types of extended propositions in the temporal model are represented in the temporal ontology by `ExtendedPrimitiveProposition` and `ExtendedAbstractProposition` classes, respectively.

These classes can be used to consistently represent temporal information in ontologies. For example, a set of visits in a protocol tracking application can be represented by defining a class called `Visit` that subclasses the extended proposition class. It inherits the `hasValidTime` property from that class, which holds its visit times. Similarly, an extended primitive proposition can be used to represent a drug regimen, with a value of type string to hold the drug name and a set of periods in the valid time property to hold drug delivery times. These extended propositions can then be associated with a class using OWL properties. Named points in time – anchor points – can be modeled as subclasses of the `Instant` class.

We integrated this temporal ontology into the clinical trial ontologies to ensure a consistent representation of temporal information and temporal constraints across all protocol activities.

### 4.3 Temporal constraint specification

Once all temporal information is represented consistently using the valid-time ontology, SWRL rules can be written in terms of this ontology. However, the core SWRL language has limited temporal reasoning capabilities. A few temporal predicates called built-ins are included in the set of standard predicates, but they have limited expressive power. Fortunately, SWRL’s built-in facility provides an extension mechanism to add user-defined predicates. We used this mechanism to define a set of temporal predicates to operate on temporal values. These predicates support the standard Allen temporal operators [14].

Using these built-in operators in conjunction with the temporal ontology permits expression of temporal rules and queries. For example, in modeling visits in a protocol as extended propositions and the start of treatment of a participant as an anchor point, a SQWRL query can be written to find participants for which a second visit in a particular protocol did not occur within two weeks of the start of treatment anchor:

```
participant(?p) ^ hasVisit(?p, ?v) ^
visit2(?v2) ^ temporal:hasStart(?v2, ?startV2) ^
hasAnchor(?p, ?a) ^ StartOfTreatment(?a) ^
temporal:hasTime(?a, ?t) ^
durationGreaterThan(?t, 2, weeks) -> sqwrl:select(?p)
```

SWRL and SQWRL thus allow the knowledge-level encoding of complex temporal rules and queries using concepts from the temporal ontology. These rules can freely mix temporal concepts with underlying ontology concepts representing domain entities.
In principle, SWRL rules could be used to express all constraints within the protocol tracking application. However, while relatively concise, SWRL rules are not suitable for non-specialists. Thus, we are developing a template-based knowledge acquisition interface, called TrialWiz, to allow users to enter constraints. This interface was developed using Protege-OWL’s interface extension mechanism. Instead of defining constraints as low-level SWRL rules, users can select a suitable constraints template for a template set and fill in the required fields defined by the template. This template set contains definitions for common constraints and can be extended by system developers. User-selected constraint templates are then mapped automatically to SWRL rules at runtime. Expert users are still able to directly write SWRL rules to express their constraints.

5. Knowledge-data integration method

In principle, developers could take biomedical data in an existing relational database, develop an ontology to describe those data, and then convert the data into a knowledge-based form for all future processing. However, using ontology-based software to store operational data—such as, for example, in clinical trial systems, is not currently feasible. In addition to scalability issues, his approach suffers from several other shortcomings. First, there is an issue of inconsistencies due to data duplication. There are questions about how frequently to update the knowledge base to reflect changes in associated relational database. Knowledge-driven applications requiring up-to-date information require frequent synchronization, which may be cumbersome and problematic. And, of course, if knowledge-driven updates are to be supported, the synchronization issues arise in the reverse direction.

For large data sets, a mapping solution is needed. We have developed a customized mapping tool that supports a dynamic demand-driven relational-to-OWL mapping [15]. This tool maps relation data described in terms of the temporal ontology to OWL individuals. Essentially, it creates extended propositions from time-stamped relational data.

Two OWL ontologies are used to drive this mapping: (1) a schema ontology, which is a knowledge-level description of a relational schema; (2) a mapping ontology, which describes how relational data are mapped to extended propositions. The schema ontology describes the structure of one or more databases that will be mapped. It contains descriptions of the tables in the database, such as the names of types of columns in those tables. The mapping ontology uses this schema ontology to describe the relational or temporal-relational tables to be mapped. Every extended proposition in the temporal model has an optional input and output storage descriptor. The descriptor uses the schema ontology to point to data that is stored in a database. The mapping software uses this descriptor to perform run-time transformations of the data between rows in a relational database and OWL individuals.

5.1. Bridge architecture

We have developed a bridge architecture to support the integration of relational databases and reasoning methods into a knowledge-driven system. Fig. 2 shows a schematic of the architecture and its five main components: (1) an OWL knowledge base; (2) a relational database; (3) the mapping component; (4) a method, such as a rule engine; and (5) the bridge itself. A bridge is a customized method that provides a specific computational task through the integration of one or more existing knowledge sources (such as an OWL knowledge base); data sources (such as a relational database); and data-processing mechanisms (such as a rule engine). The bridge resolves low-level differences of how these software components interact with each other through the communication of data and knowledge. A deployed bridge may work with several databases, methods, and, potentially, knowledge bases. Each bridge is driven from its associated knowledge base. The knowledge base contains a number of ontologies that are used in deploying the bridge: (1) a method ontology, which describes at a high level the analytic method or methods being used; (2) a mapping ontology (described above), which is used to map relational data; and (3) a domain ontology that describes the underlying application domain.

Providing efficient data and knowledge access techniques is a central goal of our bridge’s design and implementation [15]. For example, when translating OWL knowledge into an intermediate form, instead of transferring all knowledge in a knowledge base, only potentially relevant knowledge is represented. The bridge examines each SWRL rule and only represents OWL classes, properties and individuals that are referenced by those rules. Such references can be indirect, so the bridge must traverse the interrelationships between all OWL concepts mentioned in SWRL rules to ensure completeness. This step significantly reduces the amount of knowledge that needs to be reasoned with by a rule engine and can ensure significant performance benefits.

Another optimization technique relates to data access. Extended propositions used in rules may be held in databases and accessed through the mapper. SWRL rules can operate on these propositions using temporal built-ins. There is a fairly direct mapping from SWRL rules with temporal propositions...
6. Deployment of a visit tracking application

To support the validation of temporal constraints for clinical-trial management at ITN, we have used our system to develop a visit tracking application (see Fig. 3). This application allows research nurses, physicians, investigators and trial managers to examine the visit status of clinical trial participants. Depending on their levels of authorization, users can use the application to manage various aspects of visit tracking in clinical trials being carried out by the ITN. For example, research nurses or physicians at trial sites can use the application at participant visit time to determine the visits previously attended by those participants. The applications will also display follow-up visits and indicate when they should be scheduled. Participants that violate trial constraints are also displayed. Summary statistics are presented for investigators to examine the number of participants at various stages in a clinical trial protocol. Trial managers can display data for multiple trials and cross-trial summary statistics.

The bridge architecture to provide the infrastructure necessary to execute temporal queries generated by the visit tracking application and to execute constraints specified in the schedule of events ontology. As described in Section 4.3, these constraints are ultimately encoded as SWRL rules; queries are expressed in SQWRL. At run-time, the visit tracking application sends these rules and queries to the bridge for evaluation. The bridge uses the mapping layer to retrieve appropriate data from ITN’s operational databases so that the rules and queries can be evaluated. It then sends that data, the relevant domain concepts from the clinical trial ontology, and the SWRL rules or SQWRL queries to a rule engine for execution. The rule engine takes these entities, performs inference, and sends the results back to the bridge. The bridge translates these results to their OWL representation and returns them to the invoking visit tracking application. The relational mapping process is completely hidden from ITN applications; from their viewpoint, all information processing is at the knowledge level.
There are overheads associated with executing queries through a bridge instead of expressing them directly in SQL. The performance penalty is approximately a factor of 10 for the types of queries typical in the visit tracking application. However, since the ITN is responsible for a limited number of trials and most trials have an average of a few dozen participants, the added query processing latency is barely perceptible to users. The application of these querying techniques to significantly greater quantities of data will require optimizations. We have developed a number of optimization strategies [15] to reduce the impact of the bridge architecture on performance.

8. Discussion

The gap between the specification of a study protocol and the management of resulting data can often be significant in clinical research systems. To help close this gap, we have developed a set of general methodologies for specifying and executing temporal constraints at the knowledge level rather than the database level. Our approach demonstrates that proposed Semantic Web standards for ontology and rule representation, OWL and SWRL, respectively, can support the knowledge model needed to integrate temporal representations of relational data with the domain-specific semantics needed to reason with them for biomedical and healthcare applications.

In contrast to previous work on constraint specification in clinical trials, our set of methodologies addresses the knowledge and database disconnect that exist in clinical research systems. Our approach requires that all relevant temporal knowledge on a study protocol and its corresponding data representation be encoded within an OWL ontology, which allows the uniform specification of temporal patterns in knowledge-level querying. Our bridge architecture supports robust optimization techniques to ensure that encoded constraints are automatically translated into an executable form at run time and are efficiently validated against study data held in an existing relational database.

7. Related work

There have been a number of previous systems that use formal models to represent clinical constraints in clinical systems [16–19]. Systems such as EON [20], Proforma [21], and GLIF [22] use models that represent temporal constraints on patient data and on activities found in clinical guidelines. In the area of clinical trials, several recent modeling efforts have addressed the temporal requirements of trial management activities. These systems automate different clinical trial management activities such as eligibility determination, participant tracking, site management, and data analysis. For example, an ontology to represent temporal information and cyclical event patterns in clinical trial protocols has been proposed by Weng et al. [23]. The Trial Bank Project [24] also tackles the problem of representation of the temporal dimension of clinical trials. Trial Bank is a trial registry that uses a protocol ontology to capture information on randomized clinical trials such as intervention, outcomes, and eligibility criteria. The underlying knowledge base can support systematic reviewing and evidence-based practice. Temporal analysis is a central component in this knowledge base.

There is an ongoing effort by CDISC [25], an industry-lead, multidisciplinary organization, to develop and support the electronic acquisition, exchange, submission and archiving of clinical trials data. As part of this effort, CDISC is developing the Trial Design Model (TDM) that identifies standard elements of a clinical trial protocol that can be codified to facilitate the data interchange among systems and stakeholders including regulatory authorities, biopharmaceutical industry, statisticians, and project managers. A parallel effort is the BRIDGE [26] project, a partnership of several organizations including CDISC, the HL7 [27] standards body, the National Cancer Institute and the Federal Drug Administration, that consumes the Trial Design Model work to build a comprehensive domain analysis model representing protocol-driven biomedical/clinical research. The BRIDGE model is a work in progress to elaborate domain functions and behaviors throughout clinical trials, and uses the Unified Modeling Language (UML) for knowledge representation. The model currently lacks formalization of and reasoning with temporal constraints. We are collaborating with the authors of the BRIDGE model to incorporate the temporal components of our clinical trial model into their system.
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